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Background:
• Balancing exploration and exploitation is an optimal decision-making heuristic 

(Gittins, 1979)
• Recently, signs of exploration have been found when people search for reward 

in both spatial and abstract environments (Wu et al., 2018, 2020)
• Will people seeking reward in an abstract environment display signs of 

exploration-exploitation tradeoffs?
• Will reward backpropagate to previous abstract locations as it does in animal 

foraging?

Methods (within-subjects)

Reward-seeking

Reward memory test

𝐸𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 + 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 = 𝛼 𝛾𝑅 − 𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒

𝛼 = 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒
𝛾 = 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟
𝑅 = 𝑎𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑤𝑎𝑟𝑑

𝐸𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 = 𝛽 log 𝑡𝑟𝑖𝑎𝑙# /𝑁! ,
𝑁 = # 𝑡𝑖𝑚𝑒𝑠 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑚𝑎𝑔𝑒 𝑖 𝑤𝑎𝑠 𝑠𝑒𝑒𝑛

Generalization of reward from outer to inner circle

Discussion:
• No evidence for tradeoffs 

between exploration and 
exploitation as people 
navigated an abstract 
environment

• A combination of Exploitation 
and Exploration captured 
observed data better than 
either factor alone

• Reward did generalize from 
the rewarded to previous 
locations in memory

Citations: Gittins, JC. (1979), J Royal Statistical Soc. B, 41(2), 
148-177; Wu, CM et al. (2018) Nature Hum Beh 2, 915-924; Wu, 
CM et al. (2020) PLOS Comp. Bio., 16(10): e1008384

𝑃 𝐶ℎ𝑜𝑖𝑐𝑒 = 𝑘 =
exp(𝑘/𝜏)
∑ exp(𝑘!/𝜏)

𝜏 = 𝑟𝑎𝑛𝑑𝑜𝑚 𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛

Model Comparison

Parameter Estimates from Explore + Exploit Model

n=66

n=23

Exploitation-Exploration Models of Behavior

Exploit Explore Exploit + Explore

Ak
ai

ke
 In

fo
rm

at
io

n 
(A

IC
)

Reward seeking task Reward memory test

Reward seeking efficiency

Inner Circle Outer Circle

R
es

po
ns

e 
tim

e 
(s

)

Rewarded 
Images

Time

Early
Late

Learning Rate (𝛼) Discount Factor (𝛾) Explore Bonus (𝛽) Random Explore (𝜏)

Exception No Possible Reward Possible Reward

Both Both1 1None None

Inner Circle Outer Circle

Pr
op

or
tio

n 
of

 re
sp

on
se

s

**

Reward
Nonreward

Correct

Incorrect

Chose 1

“Equal”

Choices


